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Machine learning involves predicting and classifying data and to do so we employ various machine learning
algorithms according to the dataset.

SVM or Support Vector Machine is a linear model for classification and regression problems. It can solve
linear and non-linear problems and work well for many practical problems. The idea of SVM is simple:
The algorithm creates a line or a hyperplane which separates the data into classes.

The goal of SVM is to identify an optimal separating hyperplane which maximizes the margin between
different classes of the training data.

2 Theory

At first approximation what SVMs do is to find a separating line(or hyperplane) between data of two
classes. SVM is an algorithm that takes the data as an input and outputs a line that separates those
classes if possible.

Lets begin with a problem. Suppose you have a dataset as shown below and you need to classify the red
rectangles from the blue ellipses(let’s say positives from the negatives). So your task is to find an ideal
line that separates this dataset in two classes (say red and blue).
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Find an ideal line/ hyperplane that separates this dataset into red and blue categories

But, as you notice there isn’t a unique line that does the job. In fact, we have an infinite lines that can
separate these two classes. So how does SVM find the ideal one???

Let’s take some probable candidates and figure it out ourselves.

Which line best separates the data??

If you selected the yellow line then congrats, because thats the line we are looking for. It’s visually quite
intuitive in this case that the yellow line classifies better. But, we need something concrete to fix our line.
The green line in the image above is quite close to the red class. Though it classifies the current datasets
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it is not a generalized line and in machine learning our goal is to get a more generalized separator
because even a little Perturbation in points will cause Misclassification.

SVM’s way to find the best line According to the SVM algorithm we find the points closest to
the line from both the classes.These points are called support vectors. Now, we compute the distance
between the line and the support vectors. This distance is called the margin. Our goal is to maximize
the margin. The hyperplane for which the margin is maximum is the optimal hyperplane.
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Optimal Hyperplane using the SVM algorithm

Thus SVM tries to make a decision boundary in such a way that the separation between
the two classes(that street) is as wide as possible.

Let’s consider a bit complex dataset, which is not linearly separable.
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Non-linearly separable data
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This data is clearly not linearly separable. We cannot draw a straight line that can classify this data.
But, this data can be converted to linearly separable data in higher dimension. Lets add one more
dimension and call it z-axis. Let the co-ordinates on z-axis be governed by the constraint,

z= (22 +y?)

So, basically z co-ordinate is the square of distance of the point from origin. Let’s plot the data on z-axis.

Dataset on higher dimension

Now the data is clearly linearly separable. Let the purple line separating the data in higher dimension
be z=k, where k is a constant. Since, z = (x2 + y2) we get k = (x2 + y2) which is an equation of a
circle. So, we can project this linear separator in higher dimension back in original dimensions using this
transformation.
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Decision boundary in original dimensions
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Thus we can classify data by adding an extra dimension to it so that it becomes linearly separable and
then projecting the decision boundary back to original dimensions using mathematical transformation.
But finding the correct transformation for any given dataset isn’t that easy. That’s where comes the
concept of Kernel’s.

3 What is a Hyperplane

In mathematics, a hyperplane H is a linear subspace of a vector space V such that the basis of H has
cardinality one less than the cardinality of the basis for V. In other words, if V is an n-dimensional
vector space than H is an (n-1)-dimensional subspace. Examples of hyperplanes in 2 dimensions are any
straight line through the origin. In 3 dimensions, any plane containing the origin. In higher dimensions,
it is useful to think of a hyperplane as member of an affine family of (n-1)-dimensional subspaces (affine
spaces look and behavior very similar to linear spaces but they are not required to contain the origin),
such that the entire space is partitioned into these affine subspaces. This family will be stacked along the
unique vector (up to sign) that is perpendicular to the original hyperplane. This ”visualization” allows
one to easily understand that a hyperplane always divides the parent vector space into two regions.

In machine learning, it may be useful to employ techniques such as support vector machines to learn
hyperplanes to separates the data space for classification. The most common example of hyperplanes
in practice is with support vector machines. In this case, learning a hyperplane amounts to learning a
linear (often after transforming the space using a nonlinear kernel to lend a linear analysis) subspace
that divides the data set into two regions for binary classification. If the dimensionality of the data set
is greater than 2, this may be performed multiple times to achieve a multi-way classification.

A hyperplanein R?isaline A hyperplanein R*is a plane
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An image of a Hyperplane
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4 Functional and Geometric margins

The functional margin in SVM, 4, is defined as:

d; is the output label associated with the input vector x;;

d; = 1if x; € positive class, and
d; = -1 if x; € negative class

As seen earlier,
g(xz) = (wT:ci + b)

where w is a weight vector that is orthogonal to the hyperplane, i.e., w tells us the direction of the
hyperplane, and b is the bias value, which indicates the distance of the hyperplane from the origin.
Here, if we were to replace w by 5w and b by 5b, (choosing an arbitrary scalar constant) then g(z) =
(5wT33i + 5b), and this doesn’t make a difference to the value of g(x), because we simply need to satisfy
this condition:

g (x) > =, if the vector x € positive class, and
g () < —, if the vector x € negative class.

That is, we are only bothered about the sign of the output to determine which class the training example
belongs to. This implies that we can scale w and b to any values, without making any difference in a
relative sense.

The geometric margin in SVM, ~, is defined as:

v =d; ((lgl)Txl + |f;|>

T
Here, <H:UTH) is simply a unit vector corresponding to the weight vector w?.

The geometric margin is also invariant to scaling of the parameters w and b; i.e., if we replace w with
2w and b with 2b, then the geometric margin does not change.

So, we can impose an arbitrary scaling constraint on w without changing anything important; for in-
stance, we can demand that ||w|| = 1, or |w1| = 5, and any of these can be satisfied simply by rescaling
w and b.
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5 Finding the optimal margin (Optimal Hyperplane)

We assume that we are given a training set of data that is linearly separable; i.e., it is possible to separate
the positive and negative training examples using some separating hyperplane.

Definition 5.1. A hyperplane is called an optimal hyperplane, if it mazximizes the geometric margin
between itself and the closest data points from both classes. These data points, which are the closest to
the hyperplane, are called support vectors.

Why do we need to find the optimal hyperplane, i.e., the one which gives the maximum margin? Because
this will reduce the chances of misclassification, i.e., a positive training example being predicted as
negative, or vice-versa. How can we find the optimal hyperplane? For this purpose, we pose the following
optimization problem:

max -y
vw,b
subject to d; (wai + b) >, i=1,...,N
[[wl] =1

The first set of constraints (d; (w”z; +b) > 7) means that for each training example (feature vector),
the functional margin d; (wai + b) must be at least ~.

The second constraint, ||w| = 1, makes the functional margin equal to the geometric margin, so this
guarantees that the geometric margin is at least +.

However, |w| =1, i.e., /(w? + w3 + ---w2) = 1 is a non-convex constraint, so it is not computationally
efficient to solve it directly. So, we use the idea that v = ﬁ, (the geometric margin is obtained on

dividing the functional margin by the magnitude of the weight vector w) in order to convert the problem
into:

2
max ——
vwb [[w

subject to d; (mei —|—b) >, i=1,...,N

However, now the objective function Hi%l\ is a non-convex function, so it is still not computationally
efficient to solve it directly. So, we now use the idea that we can scale the values of w and b, without
changing anything. We impose the scaling constraint that the functional margin of w, b with respect
to the training set must be 1, i.e., ¥ = 1. We can ensure that 4 = 1 by scaling the values of w and b
appropriately (that is how the idea of scaling w and b is used here).

So now, our objective function is to maximize m, which is the same as minimizing ||w||. Why is that

so? Intuitively, |w| is always positive (because calculating magnitude involves squaring the vector’s
components, then adding them up and taking square root), and as we increase the value of the denom-
inator, the value of m will decrease. Since we want to maximize (increase) the value of m, we need

to decrease the value of |lw]|.

Similarly, minimizing ||w|| is the same as minimizing ||w||*>. So we can re-write the optimization problem
as:

. 1 2
min (1) = & ]

s W,

subject to d; (w'z; +b) >1, i=1,...,N



Topic Name 8

We’ve multiplied the objective function by % just for mathematical convenience, to make calculations
easier while differentiating later. Why is it ok to multiply by % ? Consider an example — the minimum
value of 22 is the same as the minimum value of %xz, ie, z=0.
So finally, the problem has been transformed to a form that can be solved efficiently. It is now a quadratic,
convex optimization problem, which has only linear constraints.

6 VC dimension and Vapnik’s equation

VC (Vapnik-Chervonenkis) dimension signifies the maximum no. of classes or collections into which a
set of points can be classified. If we can find a set of 'n’ points in such a way that it can be shattered by
a classifier and we can not find any set of 'n+1’ points that can be also shattered then the VC dimension
of the set is said to be 'n’. Putting in another way, if a classifier can correctly classify all the 2™ possible
labeling of a set of 'n’ points and for a set of 'n+1’ points there is at least one labeling order in which
the classifier can not separate all the points correctly then the VC dimension of the set is said to be 'n’.
Shatter is a concept used in VC-theory. If A is a set and C is a class or collection of sets then C is
said to shatter the set A if for each subset ’S’ of A, there is some element ¢’ of C such that S =cNA.
Equivalently we can say that C shatter A when their intersection is equal to the power set of Aji.e.,
P(A) ={cnAjc e C}. Aset A is assumed to be finite because, normally we are interested in shattering
of finite sets of data points. If arbitrarily large subsets can be shattered, the VC dimension will be oco.
VC dimension is a concept from computational learning theory that formally quantifies the power of a
classification algorithm. The VC dimension of a classifier as defined by Vapnik and Chervonenkis is the
cardinality (size) of the largest set of points that the classification algorithm can shatter.

In classification tasks a discriminant machine learning technique aims at finding a discriminant function
that can correctly predict predict labels for newly acquired instances. A discriminant classification
function takes a data pint 'x’ and assigns it to one of the different classes that are part of the classification
task. Discriminant approaches require fewer computational resources and less training data, especially
for multidimensional feature space and when only posterior probabilities are needed. From a geometric
perspective, learning a classifier is equivalent to finding the equation for a multidimensional surface
that best separates the different classes in the feature space. SVM is a discriminant technique, and,
because it solves convex optimization problem analytically, it always returns the same optimal hyperplane
parameters. If many hyperplanes can be learnt during the training phase, only the optimal one is retained.
This is because the training is practically performed on samples of the population even though the test
data may not exhibit the same distribution as the training set.When trained with data that are not
representative of the overall data population, hyperplanes are prone to poor generalization.

SVM is deeply rooted in the principles of statistics, optimization, and machine learning.It relies on the
complexity of the hypothesis space and emperical error which is a measure of how well the model fits
the training data.

Vapnik-Chervonenkis (VC) theory proves that a VC bound on the risk exists. VC is a measure of the
complexity of the hypothesis space. The VC dimension of a hypothesis H relates to the maximum number
of points that can be shattered by H. H shatters N points if it can correctly separates all the positive
instances from the negative ones. So, the VC capacity is equal to the number of training points N that
the model can separate into 2%V different labels. This capacity is related to the amount of training data
available. The VC dimension, h, affects the generalization error, as it is bounded by ||w||, where w is
the weight vector of the separating hyperplane and the radius of the smallest sphere R that contains all
the training data points.

The bound on expected loss is given by:
R(Oé) S Rtrain<a) + %h)

Here h is the VC dimension, aissomeparameteroravectoro f adjustableparametersonwhichtrainingisdone,R(«)
is the test loss or error, Ry.qin(c) is training error or loss, N is the no. of training data points. The
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function f(h) is given by:
f(h)=h-+hlog(2N)—hlog(h)—-C
where C' is some constant.

The test error is given by:

1
R(a) = El3ly ~ /(z )
The train error is given by:

ly — f(zr, )]

DO =

1 R
Rtrain(a) - E Z
k=1

To reduce the test error, the training error should be kept as low as possble, say 0 (zero), and then we
should minimise the VC dimension h.

Considering the relative margin 5, where p is the margin, D is the Data Diameter, the relation for h is
given by:

D2
h <min{d,[—1} +1
p
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7 Solving optimization problems using Lagrange’s method

We're given a problem of this form:

min f (w)
subject to h; (w) =0, i=1,...,m

Then, we define an equation called the Lagrangian, as:

L(w,a) = f(w)+ Z a;h; (w)

So, the Lagrangian is the objective function f (w) added with the sum of each constraint multiplied
by a scalar called Lagrangian multiplier, denoted by «; here. The next step is to calculate partial
derivatives of the function L w.r.t w and «, equate them to 0, and find the values of w and «.

Note: The constraints need not always be equations, they can represent inequalities too. In this case,
we would use a different notation for the Lagrangian multiplier, say, 8, and multiply each inequation by
8.

We can consider this as the primal form of the optimization problem, where we need to minimize w.r.t
w.

According to Lagrange’s theory, we can convert a problem in the primal form into its dual form, where
the objective function would be a function of the Lagrangian multipliers o and 5 (5 is needed in case
there are any inequations), and we would have to maximize the objective function w.r.t o and 3. (For
more details, please read reference [2]).

Under certain conditions, the optimal solution to the primal form leads to an optimal solution for the
dual form of the problem and vice-versa, so in this case, if the dual form is easier to solve, we can solve
the dual form instead of the primal form.

Let w* be the solution to the primal form of the problem, and let a* and 8* be the solution to the
dual form of the problem. Then, w*, a* and 5* satisfy the Karush-Kuhn-Tucker (KKT) conditions,
which are:

0 L(w*,a*,5*)=0, i=1,...,n

ow;
aﬁ(w*a*ﬁ*)zo i=1 l
pg WP =0 =t
afgi (w)=0, i=1,...,k
gi (w*) <0, i=1, Jk
ot >0, i=1 k

Here, g; (w*) represents a set of constraints.
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8 Applying Lagrange’s method to SVM
From the quadratic convex optimization problem obtained for SVM earlier, using the set of constraints,
let:

gi (w) =1—4d; (wai—i—b) <0
According to the 3rd KKT condition listed above, if of > 0, then g; (w*) = 0. Using our definition
of g; (w), g; (w) will be 0 for only those training examples, whose functional margin is exactly equal to

1. These points are support vectors, as explained in definition 4.1. This implies that «; > 0 only for
support vectors.

We construct the Lagrangian for the optimization problem as:

N
1
J(w,a.b) = Sllwl® + ) ai (1 d; (w”z; +0))
=1

subject to a; >0 Vi

N

N
S (w, o) = %Hw”2 - Zaidi (w"z; +b) + Zai (1)
i=1 i=1

subject to a; >0 Vi

To find the dual form of the problem (which is easier to solve), we need to minimize J(w,a,b) w.r.t.
wand 3, while keeping « fixed. So now we use the step of Lagrange’s method that involves finding partial
derivatives and equating them to 0.

aJ
“_o
ow
D) N

i=1

N
SLwW = Z Oéidil‘i (2)
=1

oJ

%—0

N
c0=0+> aidi +0=0

i=1

N
Zaidi =0 (3)
=1
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We now substitute equation (3) in equation (1),

1 N N N
J('IU,CV, b) = 5||U.)||2 — Zaidinxi — Zazdlb + Zai
i=1 i=1 i=1

N N
1
T (w,0b) = Sl =Y cidiw @+ a
1=1 =1

Substituting equation (2) in the above equation,

N
L r T
J(w,a,b)ziw w—w w—i—;ai
al 1
~J(w,a,b) = Zai — inw

i=1

J(w, a, b) Zal—fZZalajddx Z;

=1 j5=1

This equation is the dual form of the quadratic optimization problem. We pose the problem properly,
along with constraints:

max Q(a)= Z ZZazajddx x;

=1 j=1
subject to a; >0, i=1,...,N

N
Z O[idl' =0
i=1

Now, once we find the values of a;s that maximize W («), then we can use equation (2) to find the
optimal value of w.

The values of a; can be found using a QP (Quadratic Programming) solver — a software meant for
solving optimization problems (such software usually requires the problem to be in convex form and
have linear constraints), and the software might employ some algorithm such as SMO (sequential minimal
optimization).

Once we have the optimal value of the weight vector w, we can get the optimal value of bias b in this way:
bopt =1 — wz;tac

, since wgpta: +bopt = 1. Here, for x, we can take any training example which is a support vector, so that

the value of @ > 0. That is also the reason why we have equated wgptx + bopt to 1, because we take x as
a support vector, for which the functional margin is exactly 1.
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Values of
a;
that maximize

Q(a)

use them to

Compute

N
Wopt =2 Q;diXi
i=1

L ai[di (Wi +b)—1]=0

The process of solving the dual form of the problem

9 Using SVM for prediction on test data

Once we have found the optimal values of w and b for a training dataset, we can use them to predict
whether a new point x belongs to the positive class or to the negative class. First, we need to calculate
g(z) = (wa + b) , and then if g(x) > 0, then we predict that x belongs to the positive class, else it
belongs to the negative class.

However, using equation (2), we can write the equation for the classification decision as:

N T
wlez+b= (Z aidimi> T+b

i=1

N
wlz +b= Z a;d; (mlx) +b
=1

This shows that, since we have the values of oy, so to make a prediction, we don’t even need to use the
value of w, we simply need to take a dot product between the new training example x, and the points
z; in the training set.

Importantly, a; will be 0 for all ; other than the support vectors, since «; > 0 only for support vectors,
as explained earlier. This implies that we only need to take the dot product between the new
training example x and each of the support vectors, in order to make a prediction.
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10 Example of SVM

Suppose we are given the following positively labeled data points in %2 :

) G0 ()

and the following negatively labeled data points in R?:
1 0 0 -1
0o /’\1 )\ -1 )" 0

We can plot them like this:

Plotting the given positive and negative training examples

Here, the blue points represent positive training examples, and the red points represent negative training
examples.

We want to find a simple SVM that accurately discriminates between the two classes. Since the data is
linearly separable, we can use a linear SVM (using the kernel trick is not required here).

Since the blue points and red points are neatly separated in this simple example, we just need to find
a line(hyperplane) that lies between these 2 groups. As can be seen in the graph, the support vectors
(points which would be the closest to the hyperplane) are the points (1, 0), (3,1) and (3, -1).

Lo =0 )= (1)==(1)}

We will now use vectors augmented with a 1 as a bias input, and for clarity we will differentiate these
with an over-tilde. So, if s; = (10), then §3 = (101). Our task is to find values for the «; such that

Q181 - S1+ oSy - S1 +azs3 - s = —1
181 - So + (9S8 - So + agS3 - So = +1

a18~1 . S~3 + Ck28~2 . S~3 + Ck38~3 . S~3 =41
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How did we get these equations? By using Zfil a;d; (x;x) + b. Note that in this example we have
included the bias values in the feature vectors. Also, in the first equation, we have factored out d; = —1
from each of the 3 terms, and then multiplied both sides of the equation by -1.

In the 2nd and 3rd equations, d; = 1 anyway, so even on factoring out, the RHS remains 1.

Solving these equations:

1 1 3 1 3 1
aq 0 0 + Qo 1 0 + a3 -1 0 =-1
1 1 1 1 1 1
1 3 3 3 3 3
a1 0 1 + o 1 1 + a3 -1 1 =+1
1 1 1 1 1 1
1 3 3 3 3 3
(%1 0 -1 + 1 -1 + a3 -1 -1 =+1
1 1 1 1 1 1
Computing the dot product of each pair of vectors, we get:
201 + das + 4oz = —1
4o + 1las + 9a3 = +1
40[1 + 9&2 + 110[3 = +1
Solving this system of equations gives a; = —3.5, s = 0.75 and ag = 0.75.

Now that we have the a;, how do we find the hyperplane that discriminates the positive from the negative

examples? It turns out that:

w = E Oéigi
i

1 3 3
=-3510 |]+07%] 1 )]+07]| -1
1 1 1

1

= 0

-2

Finally, since our vectors are augmented with a bias, the last entry in w is the hyperplane offset b and

1

so we write the separating hyperplane equation y = wx + b as w = ( 0

We can plot the hyperplane this way:

and b = —2.
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Plotting the equation of the hyperplane (SVs = Support Vectors)
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